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ABSTRACT 

 
Designing safe and effective medications is the aim of drug discovery and development process to 

improve drug’s potency and to reduce their side effects. The aim of this study was to test the efficiency of 
Quantitative Structure Activity Relationship (QSAR) and Artificial Neural Networks (ANN) in prediction 
antiproliferative activity of benzimidazoles. Data set of 27 compounds with antiproliferative activity on MCF-7 
breast cancer cell line was collected from literature. QSAR and ANN models were developed. Descriptors with 
a strong negative influence on antiproliferative activity were: Mor23p, Mor23m, X1A, Mor31v. Trial and error 
method was used by changing the parameters of ANN: number of layers, number of neurons in hidden layers 
and type of transfer functions. Networks with 6 hidden layers, 5 neurons, Back propagation type and LOGSIG 
activation function achieved the most accurate outputs. It was found that ANN study is more suitable for 
antiproliferative activities testing than QSAR study.  
Keywords: Benzimidazoles, Quantitative Structure Activity Relationship (QSAR), Artificial Neural Networks 
(ANN), Antiproliferative activity, MCF-7. 
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INTRODUCTION 
 

Benzimidazole derivatives have many practical uses in laboratory and industry as a result of their 
interesting heterocyclic structure.[1] More importantly, they constitute an important class of biologically 
active compounds due to their broad spectrum of pharmacological activities  such as 
antiproliferative.[2]antimicrobial,[3,4]anticonvulsant,[5] anti-inflammatory,[6] analgesic [7] properties. Some 
drugs with benzimidazole as structural motif, such as tiabendazole, parbendazole, mebendazole, albendazole 
and flubendazole have been widely used in therapy of gastrointestinal worm infections.[8]In particular, 
nowadays we face some major problems in medicine, including resistance to antibiotics and lacking of cure for 
some chronic diseases and cancer. Related to the problem of microbial resistance, a number of enzymes and 
receptors important for microbial growth as well as for the tumour cell cycle progression maybe considered as 
potential targets for new drugs. This is important as it is largely been recognized that chronic inflammation due 
to microbes may induce mutations due to microbial release of genotoxic agents which adds to tumour 
development.[9] 
 

As such validated targets are recognized as major pillars in the drug discovery and drug development 
process, a number of in silico methods are used to identify potential targets and interactions of small 
molecules with target proteins in the cell. The application of these methods is a necessity in the drug discovery 
process to reduce the phase time, as well as to amplify the design of new molecules with better biological 
activities and minimal side effects for a disease specific target. Quantitative Structure Activity Relationship 
(QSAR) and Artificial Neural Networks (ANN) are examples on in silico methods and are widely used in this in 
silico prediction studies. 
 

QSAR methods have been applied in several scientific studies including chemistry, biology and 
toxicology and drug discovery to predict and classify biological activities of virtual or newly-synthesized 
compounds. QSAR models can also be used in designing new chemical entities and are now regarded as 
essential tools in pharmaceutical industries to identify promising hits and generate high quality leads in the 
early stages of drug discovery.[10] 
 

ANNs are integrate systems inspired by biological neuron networks. In machine learning and cognitive 
sciences, these networks estimate functions depending on inputs.[11]Artificial Neural Networks are 
considered as an important research area in health care and medicine because of their ability to increase the 
accuracy of diagnosis, reduce time and costs.  
 

ANNs use nonlinear statistical data modeling tools where the complex relationships between inputs 
and outputs are modeled or patterns are found. In medicine, ANN can help doctors to diagnose diseases 
earlier and more efficiently based on diagnostic input values.[12-21] 
 

In drug design ANN models applications include: compounds screening, quantitative structure activity 
relationship studies, receptor modeling, formulation development, pharmacokinetics, and  processes involving 
complex mathematical modeling.[11,22] Training process is based on weights of the data set, and is adjusted 
until the errors are minimized. It allows finding predictive, robust, and accurate models.[23] 
 

The aim of this study is testing the efficiency of Quantitative Structure Activity Relationship (QSAR) 
and Artificial Neural Networks (ANN) in predicting the antiproliferative activity of benzimidazole derivatives 
(against Michigan Cancer Foundation (MCF) -7 cell line). 
 

EXPERIMENTAL SECTION 
 
Data set 
 

In order to investigate efficiency of QSAR and ANN in design benzimidazole derivatives we used alredy 
descrabed benzimidazole with antiproliferative activity. Data set of 27 compounds (Table. 1) with 
antiproliferative activity on MCF-7 breast cancer cell line were collected from three different articles published 
in 2000, 2007, and 2008 years. All collected compounds were tested on MCF-7 cell line using the same 
cytotoxicity assay with activities expressed as IC50 and they all show a noticeable  activity against this line. 
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Compounds 1-12 are a series of 2-arylbenzimidazoles were synthesized and tested for 
antiproliferative activity against a panel of exponentially growing cell lines derived from human haematological 
and solid tumors. The effect of compounds was determined under experimental conditions allowing cells to 
undergo exponential growth for at least three cell cycles.[24] 
 

Compound 13-21 are a series of benzimidazole-4,7-diones bearing at the 2-position the thiomethyl 
group or the 2-pyridyl moiety. They were synthesized and tested in vitro on the tumor cell line.[25] 
 

Compounds 22-27 are a group of heterocyclic benzimidazoles with amidino substituents at C-5 of 
benzimidazole ring. They were manufactures by applying various heterocyclic nuclei at C-2 position. They were 
tested against tumor cells.[26] 
 

Initial data set (Table 1) was divided on training set consisting of 19 molecules (compounds 
2,5,6,7,8,9,10,11,12,13,14,16,17,19,21,23,25,26,27) and test set consisting of 8 molecules (compounds 
1,3,4,15,18,20,22,24). Compounds from both sets cover wide range of activity. Negative logarithm of IC50 
(pIC50) was calculated to represent Y-variable. 

 
Table 1: Structure and antiproliferative activity of tested benzimidazole derivatives 

 

 Compound IC50  Compound IC50 

1 

 
 

4.7695
5 

13 

 

4.20308 

2 

 

4.4318 14 

 

4.04576 

3 

 

5.3767
5 

15 

 

4.04576 

4 

 

5.1426
7 

16 

 

4.39469 

5 

 

5.1426
7 

17 

 

 
4.20204 
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6 

 

5.0222
8 

18 

 

4.4437 

7 

 

6.1549 19 

 

4.04576 

8 

 

5.5528
4 

20 

 

4.04576 

9 

 

5.6777
8 

21 

 

4.04576 

10 

 

4.2518
1 

22 

 

5.14267 

11 

 

5 23 

 

4 

12 

 

5.2218
5 

24 

 

4.92082 

 25 

 

5.30103 
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26 

 

4 

27 

 

4.92082 

*IC50: The concentration that causes a reduction in the cell growth by half. 
 
Quantitative Structure Activity Relationship study 
 

Molecules selection for dominant microspecies at physiological pH 7,4 was performed using Marvin 
Sketch 6.1.0 software,[27] which helps in drawing compounds structures.  
 

Structures of all dominant form were pre-optimized with semiempirical/PM3 Method (Parameterized 
Model revision 3),[28] using Gaussian software, [29] with Chem3D Ultra7 program.[30] Structures were than 
optimized using quantum chemical HartreeFock/3-21G method for energy minimization.[31] 
 

Molecular descriptors were calculated with E-Dragon software,[32] with descriptors divided in several 
categories including constitutional descriptors, ring descriptors, geometrical descriptors, 2D-matrix-based 
descriptors, connectivity indices etc. Highly intercorrelated descriptors were excluded from the matrix. 
 

2D-QSAR model was developed with Partial least square regression, PLS,[33] using SIMCA 14.1 
software (Soft Independent Modeling of Class Analogy).[34] 
 

Selection of descriptor is based on calculation of variable of importance in the projection (VIP) that 
represent the influence of each x-variable on Y and X matrices. Descriptors with VIP score smaller than 0,5 
were considered as unimportant and were excluded from PLS model. Next model was created and parameters 
of the model (R2, Q2(Y), RMSEE, F ratio, p vrijednost) were calculated.[35] 
 

The best model with 4 descriptors and good statistical parameters was obtained. 
Parameters Q2 (cross-validated squared correlation coefficient) and PRESS (Predicted residuals sum of squares) 
were used for internal validation.[36] 
 

Predictive ability of the model was estimated with RMSEE (root mean square error of estimation) and 
the cross-validated R2 (Q2). For predictive model Q2 should be greater than 0,5.[37] 
 

In addition, to assess the robustness of the model, response permutation test (Y-scrambling), as a 
measure of  the model overfitting, was performed.[38] 
 

For external validation is used external test set with 8 molecules,  RMSEP (root mean square error of 
prediction) and correlation coefficient for the test set R2 pred. For predictive QSAR model values of R2pred 
should be higher than 0,5.[37] For furter support to good predictivity, r2m parameters were calculated using 
„Applicability domain using standardization approach”.[39] 
 
Artificial Neural Networks study 
 

In this research, the ANN method was applied to obtain a nonlinear models to test the anti-
proliferative activity of molecules in the data set, to develop model’s accuracy. Networks applied here have a 
special structures and units: (1) the number of neurons in the input layer was 4, like the number of chosen 
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descriptors, (2) the number of hidden neurons was optimized and changed, and (3) one neuron was put in the 
output layer to present MCF-7 value[40] (Figure. 1).  

 
Figure 1: The structure of constructed networks. 

 

 
 

When developing an artificial neural network to solve a specific problem, type of the network, 
number of hidden layers, number of neurons in each layer, dataset division percentages and type of the 
training algorithm can affect the performance of the model and the accuracy of the obtained results.[41] 
In this study, not only impact of network’s architecture type on the performance of the model and the 
accuracy of the obtained results are tested, but also the effect of changing hidden layers numbers, number of 
neurons in the hidden layer and type of activation function in neurons.  
 

Trial and error method was used by changing three parameters: number of hidden layers, number of 
neurons in each layer and the type of transfer function, to compare the performance of different ANN 
architectures using Mean Square Error (MSE) and Absolute Error calculations (Equations. 1 &2).  
 

Equation. 1 

 
Equation. 2 

 
The number of neurons within the hidden layer is chosen to be from 2 to 25. The number of hidden 

layers is from 1 to 10. The transfer functions are: TANSIG, LOGSIG, and PURELINE. The performance received 
from these systems were compared. After changing parameters, the optimal classifiers were identified and 
employed for network architecture comparison. To investigate optimal ANN architecture for testing the 
antiproliferative activity, data was applied to three types of neural networks and their performances were 
compared. The trained networks were Feed Forward Back propagation network (BPA), Radial Basis Function 
(RBF), and Probabilistic neural network (PNN).  
Levenberg- Marquardt algorithm was applied in this research because it shows a good performance and low 
output errors in many classification tasks.[42] 
 

RESULTS AND DISCUSSION 
 

QSAR study results 
 

Once the quantitative and qualitative models were built, each molecule of the training and test  
sets has its antiproliferative activity predicted. Experimental and predicted values are presented in Table 2 and 
Figure 2.  
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Figure 2: Plot of experimental versus predicted pIC50 values for QSAR model. 
 

 
 

The Y-scrambling test gave the following intercept values of R2 and Q2  regression lines: R2=(0.0,-
0.0209), Q2=(0.0,-0.154), which showed that model was not obtained by chance. However, it is obtained by 
linking the pIC50 values with structure's properties (Figure. 3) 

 
Figure 3: Y-scrambling test with intercept values of R2 and Q2  regression lines: R2=(0.0,-0.0209), Q2=(0.0,-

0.154). 
 

 
 
Several partial Least Squares (PLS) models with different sets of variables were developed using Soft 

Independent Modeling of Class Analogy SIMCA 14,1. software. Variables were selected based on their Variable 
Importance in Projection VIP score. Those with smaller VIP values were removed from the model. Optimal 
model with four variables was selected. 
 

Statistical parameters of the model are listed in Table 2. 
 

Table 2: Results of predicted antiproliferative activity by using QSAR study. 
 

Compounds Experimental pIC50 Predicted pIC50 Absolute Error 

1 4.76955 5.02291 0.25336 

2 4.4318 5.16684 0.73504 

3 5.37675 5.29702 0.07973 

4 5.14267 4.8098 0.33287 

5 5.14267 4.92109 0.22158 

6 5.02228 5.05907 0.03679 

7 6.1549 5.1709 0.984 
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8 5.55284 5.29489 0.25795 

9 5.67778 5.39984 0.27794 

10 4.25181 4.95787 0.70606 

11 5 5.11221 0.11221 

12 5.22185 5.20358 0.01827 

13 4.20308 3.92251 0.28057 

14 4.04576 4.07907 0.03331 

15 4.04576 4.08902 0.04326 

16 4.39469 4.07919 0.3155 

17 4.20204 4.07924 0.1228 

18 4.4437 3.92418 0.51952 

19 4.04576 4.05845 0.01269 

20 4.04576 4.29942 0.25366 

21 4.04576 4.21133 0.16557 

22 5.14267 4.76262 0.38005 

23 4 4.77383 0.77383 

24 4.92082 4.91442 0.0064 

25 5.30103 5.00344 0.29759 

26 4 4.51955 0.51955 

27 4.92082 4.60197 0.31885 

 
Scatter plot of experimental versus predicted values of training and test set is shown in Figure 2. 

Four most important descriptors that have influence on antiproliferative activity are:  
 
Mor23m-3D-MoRSE-signal 23/weighted by atomic masses 
Mor23p-3D-MoRSE-signal 23/weighted by atomic polarizability  
Mor31v-3D-MoRSE-signal 31/weighted by atomic van der Waals volumes 
X1A-average connectivity indices chi-1 
 

VIP values of these descriptors (Figure 4). According to the coefficient plot all descriptors have 
negative influence on biological activity (Figure 5) 

 
Figure 4: VIP values of most important descriptors used in 2D-QSAR. 

 

 
 

Figure 5: Coefficient plot of most important descriptors used in 2D-QSAR. 
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Values of the four most important descriptors that have influence on antiproliferative activity are 
presented in Table 3 and Table 4.  

 
Table 3: Values of the four most important descriptors for training set. 

 

Primary ID Set X1A Mor23m Mor31v Mor23p MCF7 YPredPS[1](MCF7) 

2PM3-HF.MOL WS 0.427 -0.796 -0.077 -0.76 4.4318 5.16684 

5PM3-HF.MOL WS 0.428 -0.564 -0.055 -0.658 5.14267 4.92109 

6PM3-HF.MOL WS 0.426 -0.809 -0.012 -0.687 5.02228 5.05907 

7PM3-HF.MOL WS 0.425 -0.834 -0.017 -0.8 6.1549 5.1709 

8PM3-HF.MOL WS 0.426 -0.844 -0.138 -0.761 5.55284 5.29489 

9PM3-HF.MOL WS 0.423 -0.967 -0.123 -0.76 5.67778 5.39984 

10PM3-HF.MOL WS 0.429 -0.714 0.021 -0.769 4.25181 4.95787 

11PM3-HF.MOL WS 0.43 -0.728 -0.121 -0.73 5 5.11221 

12PM3.HF.MOL WS 0.428 -0.863 -0.105 -0.728 5.22185 5.20358 

13PM3-HF.MOL WS 0.444 -0.229 0.13 -0.245 4.20308 3.92251 

14PM3-HF.MOL WS 0.444 -0.323 0.089 -0.32 4.04576 4.07907 

16PM3-HF.MOL WS 0.441 -0.304 0.104 -0.282 4.39469 4.07919 

17PM3-HF.MOL WS 0.442 -0.377 0.118 -0.275 4.20204 4.07924 

19PM3-HF.MOL WS 0.442 -0.229 0.054 -0.241 4.04576 4.05845 

21PM3-HF.MOL WS 0.433 -0.399 0.161 -0.292 4.04576 4.21133 

23PM3-HF.MOL WS 0.427 -0.525 -0.045 -0.455 4 4.77383 

25PM3-HF.MOL WS 0.427 -0.562 -0.119 -0.626 5.30103 5.00344 

26PM3-HF.MOL WS 0.437 -0.528 0.007 -0.452 4 4.51955 

27PM3-HF.MOL WS 0.43 -0.412 -0.021 -0.424 4.92082 4.60197 

 
Table 4: Values of the four most important descriptors for test set. 

 

Primary ID Set X1A Mor23m Mor31v Mor23p MCF7 YPredPS[1](MCF7) 

1PM3-HF.MOL TS 0.426 -0.792 0.061 -0.798 4.76955 5.02291 

3PM3-HF.MOL TS 0.424 -0.985 -0.045 -0.775 5.37675 5.29702 

4PM3-HF.MOL TS 0.427 -0.599 0.081 -0.708 5.14267 4.8098 

15PM3-HF.MOL TS 0.454 -0.413 -0.008 -0.341 4.04576 4.08902 

18PM3-HF.MOL TS 0.448 -0.296 0.129 -0.301 4.4437 3.92418 

20PM3-HF.MOL TS 0.435 -0.411 0.11 -0.37 4.04576 4.29942 

22PM3-HF.MOL TS 0.434 -0.697 -0.031 -0.515 5.14267 4.76262 

24PM3-HF.MOL TS 0.432 -0.638 -0.088 -0.628 4.92082 4.91442 

 
According to results QSAR study, a negative coefficient values of this variables means that increasing 

of this properties leads to decreasing antiproliferative activity. For further support to biological activity, 
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decreasing these properties which are described by following descriptors will lead to increasing in activity. 
(Table 3, 4) 
 

Increasing the antitumor activity of molecules in the data set requires decreasing the atomic mass, 
atomic polarizability, van der Waals volume and the average connectivity indices. The selected four descriptors 
are the most important with the highest influence for the development of QSAR model and testing the MCF7 
values with accepted results of outputs. 
 
ANN results 
 

Networks with 1 hidden layer, 5 neurons in the hidden layer, and LOGSIG function achieve the 
smallest errors among all other networks (Figures 6, 7 &8), (Tables 5, 6 &7). 

 
Figure 6: Absolute error values for different number of hidden layers. 

 
 

Figure 7: Absolute error values for different number of neurons in the hidden layer. 
 

 
 

Figure 8: MSE values for three different networks: with TANSIG, PURELINE, and LOGSIG transfer functions. 
The MSE results were: 0.059, 0.0058, and 0.002 respectively. 
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Table 5: Absolute error values for different number of neurons in the hidden layer. 
 

Number of neurons Absolute Errors 

2 0.43 

3 0.66 

4 0.71 

5 0.11 

6 1.06 

7 0.21 

8 0.18 

9 1.28 

10 0.52 

11 0.84 

12 1.12 

13 0.74 

14 0.69 

15 0.99 

16 0.38 

17 0.17 

18 0.53 

19 1.01 

20 0.56 

21 0.93 

22 1.23 

23 0.45 

24 1.87 

25 0.16 

 
Table 6: Absolute error values for different number of hidden layers. 

 

Number of hidden layers Absolute errors 

1 0.09 

2 0.67 

3 0.85 

4 0.21 
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5 1.01 

6 0.17 

7 0.53 

8 1.74 

9 0.47 

10 1.36 

 
Table 7: MSE values for networks with TANSIG, PURELINE, and LOGSIG transfer functions. 

 

Transfer function MSE 

TANSIG 0.63 

LOGSIG 0.18 

PURELINE 0.31 

 
Feed forward back propagation network achieves the lowest average error = 0.263, and 0.183 in 

training and test respectively. This accuracy is due to its ability to minimize errors and make strong relations 
between inputs and outputs.  Average absolute errors for RBF, BPA, and PNN networks are shown in Figure 9.   

 
Figure 9: Average Absolute Errors for RBF, BPA, and PNN networks after training and testing. 

 

 
 

Figure 10. represents the regression plot of BPA network for training, test, and validation sets. R 
values are very near to or equals 1, and most of compounds are near or on the line. This explains that the 
predicted results are very close to the experimental results, which means a successful training process.  

 
Figure 11 shows the calculated average absolute errors for ANN and QSAR studies for both training 

and test sets.  
 

Figure 10: The regression plot of BPA network for training, test, and validation sets. 
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Figure 11: The calculated average absolute errors for ANN and QSAR studies for both training and test sets. 
 

 
 

DISCUSSION 
 

Quantitative Structure Activity Relationship  
 

We can say that this QSAR study attempts to relate physical and chemical properties of a 
benzimidazole derivatives to their antiproliferative activities by simply using easily calculable descriptors and 
simple statistical methods to build a model which both describes the activity of the data set and can predict 
activities for further sets of untested compounds. 
 

For a model to be predictive, it is recommended that Q2 and R2 values should be higher than 0.5 
(Leach, 2001). It is clear from the table that both Q2 and R2 have values of 0,883 and 0,521 respectively. These 
results mean that the model has a high predictivity.  
 

It was reported that for good predictability R2 – Q2 value should not be larger than 0.3 (Leach, 2001). 
R2 – Q2 values are calculated and it is equal 0.362. However, this value is not far from 0.3.  
 

It can be concluded that the model has an acceptable values of parameters after validation process. 
Q2 and R2pred values larger than 0.5, which mean that the prediction ability of the model is high enough for 
this task. 
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A negative coefficient values of descriptors indicate that any increasing of these properties causes a 
decreasing in the antiproliferative activity. Supporting the biological activity requires decreasing these 
properties. Increasing the antitumor activity of molecules in the data set requires decreasing the atomic mass, 
atomic polarizability, van der Waals volume and the average connectivity indices. 
 

It can understood that the molecular descriptors of drugs can strongly effect their antiproliferative 
activities. The selected four descriptors are the most important with the highest influence for the development 
of QSAR model and testing the MCF7 values with accepted results of outputs. 
 

Types of descriptors analyzed in this research fails to take into account the three-dimensional nature 
of chemical structures which obviously play an important part in an antiproliferative activity. Steric, 
hydrophobic and electrostatic interactions are crucial to whether a molecule will interact optimally at its active 
site. It is logical to model these potential interactions to find the location in space around the molecule that 
are both acceptable and forbidden. This QSAR method does not take into account the 3-D structure of the 
molecules. So, further researches can be added to improve these results. 
 
Artificial Neural Networks 
 

It was found that increasing the number of hidden layers and neurons in the hidden layer does not 
correlate to a better accuracy each time. Our results match Bishop's (1995) study that found that one hidden 
layer is often enough.  
 

Back propagation network achieved the best performance due to its ability to minimize errors and 
build a strong connections between inputs and outputs. Implementing different number of hidden layers, 
neurons in the hidden layers and types of transfer functions leads to different performance levels. Acceptable 
results cannot be achieved by testing one parameter only.  
 

Network's performance can be developed by including many new parameters in the comparison. This 
step will generate more accurate and efficient networks to achieve medical, social, and economical benefits. A 
new parameters can be analyzed in the future and their impact on results can be tested. Testing all possible 
aspects will help in designing a better approach for neural networks to test antiproliferative activities for 
Benzimidazole derivatives. 
 

ANN study is more suitable for antiproliferative activities testing than QSAR study. The results 
obtained here are very similar to previous researches. For example, both (Wesolowski, M. &Suchacz, B., 
2012)[43] and (Bicciato, S., 2004)[44] concluded that ANN is a powerful tools for drug discovery and 
monitoring complex interactions between drugs, and the physiological system.  
 

Sardari et al., 2014[45] applied ANN to correlate the chemical structures of different compounds with 
their pharmacological activities, and the result was an ANN model with high predictive aptitude that are 
helpful when studying new structures created by systematic modification of lead tuberculosis agents.  
Ventura, et al., 2013[46] analyzed a series of hydrazide and isoniazid derivatives by generating Multiple Linear 
Regression models and Neural Network models. The neural network’s ability to predict antitubercular behavior 
was better than that obtained with Multiple Linear Regression. 
 

CONCLUSION 
 

Designing safe and effective medications is the aim of drug discovery and development process to 
improve life’s quality and to decrease toxicity. Developing drug design and synthesis procedures can be 
extensive and challenging, particularly if the association between input data and the biological activities is non-
linear. Therefore, applying computational methods is a necessity in the drug discovery process to reduce the 
phase time, as well as to amplify the design of new molecules with better biological activities and minimal side 
effects for a disease specific target. These methods provides a possibility of replacing some old and less 
efficient drug designing procedures to save resources and reducing the economic and mental burden on health 
care institutes and governments as a result of long and expensive drug synthesis procedures . 
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This study aims to investigate ANN models and QSAR studies to test the antiproliferative activity on 
MCF-7 line of Benzimidazole derivatives.  
 

The results of this research explain how ANN and QSAR are a promising tool for a nonlinear 
approximation with their abilities to solve a complicated technological and scientific problems and can be a 
suitable method to predict the biological activities of molecules. Moreover, they can aid in drug designing 
processes by rationalizing a large number of experimental observations and allow saving of both time and 
money in the drug design process.[47,48] 
 

Residuals obtained by QSAR study and the best ANN model for both training and test sets were 
compared. ANN model had 0.624 and 0.183 absolute errors in training and test data respectively. However, 
QSAR study had 0.774 and 0.234 absolute errors in both training and test set respectively. The lower errors 
means higher accuracy and better performance. It can be concluded that ANN study is more suitable for 
antiproliferative activities testing than QSAR study. 
 

Artificial Neural Networks (ANN) can be used for drug synthesis purposes. The idea behind these 
systems lies in parallel information analyzing in structures that mimic biological nervous system. ANNs have 
the ability to perform many functions: classification, fault detection, speech analysis, and processing of 
inaccurate inputs.[49] 
 

In pharmaceutical research, ANN models applications include: compounds screening, quantitative 
structure activity relationship studies, receptor modeling, formulation development, pharmacokinetics, and 
processes involving complex mathematical modeling. Training process is based on weights of the data set, and 
is adjusted until the errors are minimized. It allows finding predictive, robust, and accurate models. Moreover, 
this quantitative approach helps rational drug planning generating more significant results.    
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