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ABSTRACT 

 
Data mining is used to extract valuable details and patterns from the large repositories. The key area 

of apprehension is that non-sensitive data could convey insightful information such as facts and interesting 
patterns. Privacy preserving data mining (PPDM) is a new track in data mining which focuses on hiding 
individual's characteristics without compromising the data usability. The primary idea of privacy preserving 
data mining is to perform data mining on confidential data. In the proposed approach we have formulated 
rules for the given data set. A Neural Network is constructed based on these rules. The output of the neural 
network is used as a noise for perturbing the original data. Experiments were conducted using the dataset 
available in the UCI machine repository. K-Means clustering algorithm is used for the validation purpose. This 
algorithm is applied to the original data (D) and the modified data (D’) to compute the misclassification error.  
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INTRODUCTION 
 

Data privacy is an approach that prevents information from unauthorized users. The Data owners do 
not disclose the sensitive data to unauthenticated persons for any cost. Data privacy is different form data 
security, Data privacy is building rules or polices to ensure the sensitive data being preserved [1]. Security is 
protecting the data from being stolen. Degree of utilization for privacy preserved data is more than security 
enabled data. Increasing privacy and data utilization is a challenging task [2]. 
 

 Artificial Neural Network is a learning system based on machine learning and cognitive science. It is a 
network model, where the processes of data are taken as network nodes. Each neural network can be 
categorized into three levels. First layer is for input and second one is the Hidden layer. The data from input 
layer will be sent to hidden layer [3]. In Hidden layer the data is processed based on output. Input layer sends 
values along with its weightage value to the hidden layer. In every step, the weightage value will be changed 
until the hidden layer is reached and at last the processed output will be sent to output layer [4]. 
 

There are so many techniques and approaches like Randomization method, k-anonymity model and l-
diversity, distributed privacy preservation, Downgrading Application Effectiveness implemented for privacy 
preservation and Data Utilization [5-7]. But these techniques lack in data utilization in privacy preserved data. 
In this paper we provide an approach for privacy preserving and also for effective data utilization. This paper 
also explains how to add noise that provides effective data utilization.   
 
Neural Network 
 
Neuron: The cell that performs information processing in the brain. Neural network is an Information 
Processing Model based on biological nervous system like brain process information.  It is composed of inter-
connected processing neurons. Neural network can be called a student that can learn from examples. The 
advantage of neuron is that it works in parallel manner. It can acquire, store, and utilize learning experience. 
 
Neural Network – Architecture 
 

Neural Network is implemented based on biological nervous system. The following figure represents 
biological neuron. 

 
Figure 1: Biological Neuron 

In biological neuron system, the neuron system in brain transmits the signal from one neuron to 
another neuron. The information will be determined whether the neuron send signal to another or not. Signal 
sending depends on the strength of the bond (synapse) between two neurons.  
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Neural network: Computing Elements 
 

The neuron which is present in Artificial Neural Network (ANN) comprises of input, processing, and 
output. The input neuron receives input from other neuron or environment. The processing neuron, in other 
words, the hidden neurons process the received information. The processed information will be sent to output 
neuron, the output neuron sends the output to other neuron or is sent back as input to fine-tune the result [8-
9]. A neural network has an initial weight. The weight can either be randomized or can be a manual weight. 
Neuron learning plays a vital role, so there is a need for a learning algorithm which may be supervised or 
unsupervised. Irrespective of the learning algorithm chosen, we need to give training examples for learning the 
neurons and assign examples as input to output neurons. 
 

 
 

Figure 2: Feed-Forward Network with two inputs, two hidden nodes, and one output node 

 

PROPOSED SYSTEM 
 

One of the major tasks is to increase the data utilization in privacy preserved data. So, we have 
proposed perturbation algorithm. Perturbation algorithm is used to preserve privacy and utilize the perturbed 
data. This algorithm works by adding random noise in each domain value where the original value will be 
replaced into modified data. But this approach ensures data privacy, whereas the utilization of data will not be 
reduced or suppressed.   
 
Overall Flow Diagram 
 

The overall flow diagram of proposed system is graphically represented here.  
 

 
 

Figure 3: Flow of data from input to output 
 

The diagram shows the flow of data from input dataset to final output. In the proposed approach we 
use medical dataset; the data needs to be pre-processed for removing noisy data and missing values. The pre-
process is done by using “Weka tool”. After pre-processing, the data is sent to neural network block. In Neural 
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network block we initially find the co-relation between data values. The value obtained as co-relation is used 
as noise. We generate the rules based on data value, and add the noise to each data item based on the 
generated rules. After the noise addition, the noise added modified data and original data are compared for 
calculating accuracy and performance. The validation part is done by using K-Means clustering algorithm.  
 
Generating Noise 
 

In this approach we add noise to each and every domain values. The noise added data should not 
reduce data utilization at the same time it should preserve privacy. The main thing is the data consistency 
must be maintained. For example, let’s take example of medical dataset, the patient record in the 7th row 
shows that he has diabetes. Even after the addition of noise, the privacy of patient should to be preserved. So 
to generate meaningful noise here we generate co-relation between data. Co-relation is a measurement of 
statistical dependencies or relationship between data. 

 
Generating Rules  
 

Rules are the condition which is used to filter the domain value from dataset. Based on rules we add 
the amount of noise in domain value.  Noise is generated based on co-relation between data.  For each data 
item we apply rules and add the appropriate noise to data item.  

 
Co-Relation between data 
 

Here we use Population Pearson's Co-Relation technique 
 

 
 

 
 

Table 1: Co-Relation 

 
From the above table we clearly get -4.522873179 as co-relation value. This value will be added to 

original data as noise. Then the resultant value will be send to back propagation for get good results. Each 
iteration has separate error value, the amount of error reduced is the amount of accuracy we achieve. 

 
 

Back propagate the output 
 

Back propagation works under supervised learning method. To reach the maximum amount of data 
utilization and privacy preservation, we use back propagation algorithm (i.e.) the output of neural network 
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block is given as input. It may take several iterations to fine tune its results. The process cycle stops when the 
error value is reduced. To reduce noise the weight of input keeps on updating its value. 

 
EXPERIMENTAL RESULTS 

 
The implementation is done by using java language and Neuroph, a distributed and open-source 

neural network framework. The Noise added domain values play their role efficiently in securing data privacy 
and data utilization.  We use medical diabetes dataset for input. Dataset contains 1000 patient records and 4 
arguments, for accuracy purpose we take only two arguments. In this section we discuss the experimental 
analysis result by using graphical form. . The figure 4 shows the raw data and the figure 5 represents the noise 
added data Result shows that the amount of data anonymous by using this proposed approach 

 
 

 
 

Figure 4: Graph Representing Raw Data 

 

 

 
 

Figure 5: Graph Representing Anonymous Data 

 
CONCLUSION 

 
 In each and every encryption approach, the user cannot easily read the data until the data is 

decrypted using the decryption key. The impact will be more if the hacker finds both the data and its 
appropriate key.The techniques like perturbation can be used as one of the solutions to solve this problem. In 
this paper, we have added a meaningful noise to a sensitive attribute, so that we can preserve data privacy as 
well as the data utilization.  
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