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ABSTRACT 

 
The digital era has empowered us to store huge volume of data in various storage devices and also allows for 

access to extensive data collections. Data mining has appeared as a noteworthy skill for ascertaining facts from these data 
gathering. A notable limitation in data mining is that it reveals some private information during the mining process. 
Consequently, privacy-preserving data mining has obtained a raising awareness in the recent past. Fuzzy logic can be used 
to preserve privacy by distorting the original data. In this paper, we present a detailed analysis on the use of various fuzzy 
membership functions in achieving privacy. Experiments were performed using the adult data set in the UCI machine 
repository. 
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INTRODUCTION 
 

With the advancement in Information technology many organizations have started storing 
information about their customers for efficient decision making. There is a need to collaborate with other 
organizations for obtaining more precise results. For making accurate predictions organizations rely on various 
data mining tools. Usually data mining algorithms extract unknown interesting patterns from the data 
warehouse. Apart from being so helpful, some susceptible information is also exposed by mining algorithm. In 
order to ensure privacy the extracted data needs to be modified before releasing it to the public and 
researchers. Many privacy preserving techniques are available in the literature that ensures privacy as well as 
accuracy.  This paper presents a detailed survey on the use of various fuzzy membership functions for 
achieving Privacy. Each membership function is evaluated in two dimensions namely data utility and data 
privacy. The merits and demerits of each membership function are tabulated in the experimental results 
section. 

 
Fuzzy Membership Functions: 
 

The concepts of fuzzy logic can be implemented for ensuring privacy conservation in data mining. The 
fuzzy logic can be implemented for the whole group of data. The appraisal of various kinds of data can be 
achieved by applying various Membership Functions. 
 

The data from a dataset can be modified on a scale of 0-1, by mapping them to a membership value. 
The curve which defines this methodology is said to be a membership function. Fuzzy membership functions 
are used to extract the pattern of the data that is present. The next section elaborates the role of various 
membership functions. 
 
Triangle Membership Function: 
 
The Triangular Membership Function can be achieved using the relation 
                       
                        TriMF (D: X, Y, Z) = 0                            when D<X 
                                                            (D - X) / (Y - D)   when X ≤ D ≤ Y 
                                                            (Z - D) / (Z - Y)    when Y ≤ D ≤ Z  
                                                            0                            when D > Z 
 

In the above relation TriMF means Triangle Membership Function.  D is the value in the Dataset. X, Y, 
Z are the three boundary points and their values are 20, 50 and 80 respectively.  

 
Table 1: Output of Triangular Membership Function. 

 
S.No 1 2 3 4 5 6 7 8 9 10 

Original Data 39 50 38 53 28 37 49 52 31 42 

Modified Data 0.633 1.0 0.6 0.9 0.266 0.566 0.966 0.933 0.366 0.733 

 
Trapezoidal Membership Function: 
 
The Trapezoidal Membership function can be achieved using the relation 
 
                TrapMF (D: W, X, Y, Z)   = 0                                  when    D < W 
                                                              (D – W) / (X – W)       when    W ≤ D < X 
                                                              1                                   when    X ≤ D < Y 
                                                              (Z – D) / (Z – Y)          when    Y ≤ D < Z 
                                                              0                                   when     D ≥ Z 

 
In the above relation TrapMF means Trapezoidal Membership Function. D is the value in the Dataset. 

W, X, Y, Z are the four boundary points and their values are 10, 20, 60 and 100 respectively. 
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Table 2: Output of Trapezoidal Membership Function. 

 

S.No 1 2 3 4 5 6 7 8 9 10 

Original  Data 39 50 38 53 28 37 49 52 31 42 

Modified Data 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

 
BellShaped Membership Function: 
 
The BellShaped Membership function can be achieved using the relation 
                                                              
          BellMF (D: X, Y, Z) =                       1 
                                                           ¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 
                                                 1 + | (D – Z) / X |

2Y
 

   
In the above relation, BellMF means BellShaped Membership Function. D is the value in the Dataset. 

X, Y, Z are the three boundary points and their values are 17, 90 and 38 respectively. 
 

Table 3: Output of BellShaped Membership Function. 

 

S.No 1 2 3 4 5 6 7 8 9 10 

Original Data 39 50 38 53 28 37 49 52 31 42 

ModifiedData 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

 
Gaussian Membership Function: 
 
The Gaussian Membership function can be done using the relation 
                                              
                                    GaussMF (D: C, W) = EXP {- (D – C)

 2
 / W

2
}          

 
In the above relation, GaussMF means Gaussian Membership Function. D is the value in the Dataset. C 

is the center and W is the width of the function and their values are 50 and 40 respectively. 
 

Table 4: Output of Gaussian Membership Function. 

 
S.No 1 2 3 4 5 6 7 8 9 10 

Original  Data 39 50 38 53 28 37 49 52 31 42 

Modified Data 0.927 1.0 0.913 0.994 0.738 0.899 0.999 0.997 0.798 0.960 

 
S- Shaped Membership Function: 
 
The S-Shaped Membership function can be achieved using the relation 
 
                SMF (D: X, Y) = 0                                        D≤X 
                                          = 2 * [(D-X)/(Y-X)]

 2
           X ≤ D ≤ (X+Y)/2    

                                          = 1 – 2 * [(D-Y)/(Y-X)]
 2

     (X+Y)/2 ≤ D ≤ Y 
                                          = 1                                        D ≥Y 
 

In the above relation, SMF means S-Shaped Membership Function. D is the value in Dataset.  X is the 
minimum and Y is the maximum value in the Dataset and their values are 17 and 90 respectively. 

 
 Table 5: Output of S-Shaped Membership Function. 

 
S.No 1 2 3 4 5 6 7 8 9 10 

Original Data 39 50 38 53 28 37 49 52 31 42 

Modified Data 0.181 0.408 0.165 0.486 0.045 0.15 0.384 0.459 0.073 0.234 
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EXPERIMENTAL STUDY 
 

For Experimental study, we have utilized the Adult Dataset, which is available at UCI Repository. The 
Dataset is comprised of 32561 records. Each record comprises of 14 attribute values as age, work class, fnlwgt, 
education-num, education, marital-status, occupation, relationship, race, sex, capital-gain and capital-loss, 
hours-per-week and native country. Here we make use of Age attribute for implementing Fuzzy Membership 
Functions. Here, all the tables consist of first 10 elements for comparison purpose.  Table 1 and Table 2 
represent the output for first 10 values in the dataset after applying Triangular and Trapezoidal membership 
functions respectively. Table 3 and Table 4 shows the output for Bellman and Gaussian membership functions 
and finally in Table 5, modified data obtained using S-Shaped membership function is shown. The graph 
generated for the original data is shown in Fig.1 and Fig.2 shows a comparison graph for the above 
membership functions. 
 

0

10

20

30

40

50

60

1 2 3 4 5 6 7 8 9 10

Original Data

Before Applying MF

 
 

Figure 1: Graph representing original data 

 

 
 

Figure 2: Comparison Graph representing various Membership Functions. 
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CONCLUSION 
 

In this paper we have analyzed the use of various fuzzy membership functions for ensuring data 
privacy in data mining. From the various plots and observed values, it makes clear that the S-Shaped 
Membership Function is an efficient procedure that can be used to obtain the sanitized data which makes an 
illusion as the original data to the users.  
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