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ABSTRACT 
 

We carried out an analysis of the relationships between the electronic structure of a series of 4,6-
diamino-2-methylquinoline C-6 amides related to aminoquinuride and their inhibition of the anthrax lethal 
factor (LF) toxin,using a model-based method. The electronic structure of all the molecules was calculated at 
the B3LYP/6-31g(d,p) level of theory with full geometry optimization. Linear multiple regression analysis was 
employed to find the best relationship between anti-LF and local atomic reactivity indices belonging to a 
common skeleton. The variation of the anti-LF activity is related to the variation of a set of three specific local 
atomic reactivity indices. A 2D partial inhibitory pharmacophore is proposed.  By analyzing the process leading 
to a failed prediction of a molecule with a higher anti-LF activity, we show the superiority of the model-based 
method used here.  
Keywords: Anthrax lethal factor, Local atomic reactivity indices, QSAR, pharmacophore, Quantum Chemistry, 
KPG method. 
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INTRODUCTION 
 

Anthrax is a serious infectious disease caused by Bacillus anthracis, a gram-positive, rod-shaped, 
aerobic bacterium about 1 by 9 μm in size called Bacillus anthracis. This was the first bacterial species shown 
to be the cause of a disease. Robert Koch isolated the bacteria in 1876, grew them and produced experimental 
anthrax by injecting them into a mouse [1-4]. Anthrax bacteria occur naturally in soil in most parts of the world 
and normally affect domestic and wild animals. Common hosts for anthrax comprise sheeps, cattle, horses and 
goats. B. anthracis can form latent endospores (ES) that are able to survive in harsh conditions for decades or 
even centuries. When ES are inhaled, ingested, or come into contact with a skin wound, they can become 
reactivated and the bacilli multiply quickly inside the animal or human and usually kill the host within a few 
days or weeks. The ES germinate at the site of entrance and the bacilli then spread by the circulation to the 
lymphatic system, where they reproduce. The lethality of the disease is due to the bacterium's two factors: the 
poly-D-glutamic acid capsule, which protects the bacterium against phagocytosis by the host neutrophils, and 
the protein toxin, called anthrax toxin.The bacterium-secreted toxin is composed of three protein 
components: a protective antigen (PA), an edema factor (EF), and a lethal factor (LF) [5]. To enter the cells, the 
LF and EF use the PA, which binds to two cell surface receptors on the host cell. A cell protease then cleaves 
the PA into two fragments: PA20 and PA63 [6]. Each PA63 molecule oligomerizes with six other PA63 fragments 
forming a heptameric ring-shaped arrangement [7]. In this form, the PA63 can competitively bind up to three 
EFs or LFs, forming a complex. Endocytosis takes place next and the acidified environment triggers the 
heptamer to liberate the LF and/or EF into the cytosol. PA plus LF produce the lethal toxin (LT), and PA plus EF 
produce the edema toxin (ET). These toxins cause death and tissue swelling, respectively [8-10]. For more 
detailed information about the action mechanisms see [6-9, 11-30] and references therein. Due to the power 
of anthrax spores to endure and their simplicity of production in vitro, they are extraordinarily appropriate to 
be used in aerosol and powdered forms as a natural bioweapon [31-33] (see also [34, 35]). The most 
appropriate targets for this bioweapon are big cities. To prevent anthrax toxin from functioning, a diversity of 
approaches has been employed to interfere at different points of its binding, assembly, uptake and mechanism 
of action. Many compounds have been synthesized and tested for this purpose [36-53]. Recently, a group of 
4,6-diamino-2-methylquinoline C-6 amides related to aminoquinuride have been synthesized and tested as 
inhibitors of the B. anthracis lethal factor [53]. Considering the current situation, an approach that could help 
to understand the microscopic action mechanism of new synthetic compounds seems useful. With this idea, 
we present here the results of a quantum-chemical analysis of the relationship between electronic structure 
and the anti-LF activity of the aforementioned molecules. 
 

METHODS, MODELS AND CALCULATIONS 
 

As the formal model (called the Klopman-Peradejordi-Gómez or KPG method) relating electronic 
structure with biological activity has been presented and discussed in many publications we present here only 
the final results [54-65]. The logarithm of a biological activity (BA) is related to a set of local atomic reactivity 
indices (LARIs) by the following linear equation: 
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where a, ej, fj, etc., are constants to be determined. Then, for n molecules we have a system of n linear 
equations 1. As the definition and physical meaning of the LARIs have been discussed before [59, 60], we will 
only explain in detail those appearing in the results below. This model was originally developed for drug-
receptor equilibrium constants but it has been recently (2012) proved to be very successful when applied to 
other kinds of biological activities [61-80]. 
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The chosen biological activity to be studied here is the inhibition of Bacillus anthracis lethal factor (LF) 
by a series of recently synthesized and tested small molecules [53]. These molecules and their LF inhibitory 
activities are shown in Fig. 1 and Table 1. 
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Figure 1: General formula of selected molecules. 

 
Table 1: Molecules and B. anthracis Lethal Factor inhibitory activity. 

 

Mol. log(LF) R Mol. log(LF) R 

1 

1.85 

C

O

 

10 

1.11 
C

N

 
2 

1.86 

C

O  

11 

1.00 
C

N

 
3 

1.72 

N
C

 

12 

1.04 

C

N
 

4 

1.91 

N

C

 

13 

0.66 

C

N  
5 

1.68 

C

 

14 

0.76 

C

N  
6 

1.63 

C

N

 

15 

1.32 

C

N  
7 

0.20 

C

N

 

16 

1.52 

C

N

 
8 

1.23 

C

NMe2

 

17 

1.56 

C
N

 
9 

0.48 
C

N

 

   

 



ISSN: 0975-8585 

November - December 2014  RJPBCS   5(6)  Page No. 783 

The calculation of the electronic structure was carried out within DFT at the B3LYP/6-31G(d,p) level of 
theory after full geometry optimization using the Gaussian suite of programs [81]. The values of the LARIs were 
calculated with the D-CENT-QSAR software after correction of negative electron populations arising from 
Mulliken population analysis [82, 83]. We assumed that a set of atoms common to all molecules analyzed 
(called the common skeleton) encodes the variation of the biological activity throughout the series. Due to the 
fact that the system of linear equations cannot be directly solved because there are not enough molecules, we 
employed Linear Multiple Regression Analysis (LMRA) to detect the atoms and properties involved in the 
variation of the biological activity [84]. The common skeleton numbering is shown in Fig. 2. 
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Figure 2: Common skeleton with atom numbering. Atoms 21 in molecule 3 and atom 17 in molecule 4 are nitrogen ones. 

 
RESULTS 

 
The best equation obtained is: 
 

50 19 7 12log( ) 4.16 1.23 0.07 ( 1)* 16.49 ( )*NIC S LUMO F LUMO                           (2) 

 
with n=17, R=0.93, R

2
=0.87, adj-R

2
=0.84, F(3,13)=28.07 (p<0.00001) and SD=0.21. No outliers were detected 

and no residuals fall outside the ±2σ limits. Here 19  is the local atomic hardness of atom 19, 7 ( )*NS LUMO  

the nucleophilic superdelocalizability of the lowest vacant MO localized on atom 7 and 12( )*F LUMO  the 

Fukui index (electron population) of the lowest vacant MO localized on atom 12. Tables 2 and 3 show, 
respectively, the beta coefficients, the results of the t-test for significance of coefficients and the matrix of 
squared correlation coefficients for the variables appearing in Eq. 2. Table 3 shows that there are no significant 
internal correlations between independent variables. 
 

Table 2: Beta coefficients and t-test for significance of the coefficients in Eq. 2. 
 

 
Beta t(13) p-level 

19  0.69 6.69 <0.00002 

7 ( 1)*NS LUMO  -0.49 -4.77 <0.0004 

12( )*F LUMO  -0.35 -3.36 <0.005 

 
Table 3: Squared correlation coefficients for the variables appearing in Eq. 2. 

 

 7 ( 1)*NS LUMO  12( )*F LUMO  19  

7 ( 1)*NS LUMO  1.00 
  

12( )*F LUMO  0.03 1.00 
 

19  0.004 0.02 1.00 
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DISCUSSION 
 
Linear Multiple Regression Results 
 

The associated statistical parameters of Eq. 2 show that this equation is statistically significant and 
that the variation of a set of three local atomic reactivity indices belonging to the common skeleton (Fig. 2) 
explains about 84% of the variation of the anti-LF activity. Fig. 3 shows the plot of predicted vs. observed 
log(IC50) values. Let us remember that all LARIs making a contribution to the anti-LF activity, but having almost 
the same numerical value, do not appear in the equation. 
 

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

Predicted log(IC50) Values

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0
O

b
s

e
rv

e
d

 l
o

g
(I

C
5

0
) 

V
a

lu
e

s

 
 

Figure 3: Observed vs. predicted values (Eq. 2) of log (IC50). Dashed lines denote the 95% confidence interval. 

 
We can see in Fig. 3 that two cases lie relatively far from the 95% confidence interval. This could be 

interpreted by suggesting that in these two cases one or more interactions could occur via atoms that do not 
belong to the common skeleton. More experimental data are needed to test this hypothesis. The beta values 

(Table 2) show that the importance of the variables is 19 > 7 ( 1)*NS LUMO > 12( )*F LUMO . A variable-

by-variable (VbV) analysis indicates that good inhibitory activity is associated with a low value for 19  

and 12( )*F LUMO . As is well known, ab initio, DFT and some semiempirical methods produce one or more 

vacant MOs with negative associated eigenvalues. For this reason 7 ( 1)*NS LUMO could have a negative or 

positive value. In the case of Eq. 2, if positive, the value of 7 ( 1)*NS LUMO  should be high and, if negative, 

7 ( 1)*NS LUMO  should be low. A low value for 19  indicates that atom C-19 must be a good electrophile. 

This strongly suggests that C-19 interacts with an electron-rich center. If we consider the position of C-19 (see 

Fig. 2) we may propose that this interaction involves π-π stacking. A high value of 12( )*F LUMO  is 

associated with good anti-LF activity. C-12 is a methyl substituent belonging to ring A (Fig. 1). (LUMO)12
*
 is of σ 

nature. We suggest that (LUMO)12
*
 interacts with a vacant σ MO (occupied and vacant σ MOs are found in 

methylene chains for example). In the case of C-7, its first two lowest vacant local MOs are of π nature. The 

numerical values of 7 ( 1)*NS LUMO  are negative in all molecules. A low value for 7 ( 1)*NS LUMO  is 

obtained by lowering the value of the Fukui index (i.e., by diminishing the electron population), or by lowering 
(i.e., making more negative) the eigenvalue, or by both procedures. In the case of a positive value for 

7 ( 1)*NS LUMO this must be high for good anti-LF activity. This can be achieved by lowering the 

eigenvalue, by raising the Fukui index or both. Considering that in most of the set of molecules we have 
analogous local atomic reactivity indices with positive and negative values, logics indicates that they must 
behave similarly. In our case the only common element is the lowering of the MO eigenvalue and the increase 
of its reactivity. Therefore, more potent anti-LF activity is associated with a more reactive (LUMO+1)7

*
 (and 

(LUMO)7
*
). We propose that C-7 participates in a π-π stacking interaction with an electron-rich center. All 

these ideas are encompassed in the partial two dimensional (2D) anti-LF pharmacophore shown in Fig. 4. 
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Figure 4: Partial 2D anti-LF pharmacophore built from Eq. 2. 

 
Molecular electrostatic potential (MEP) structure 
From the moment that we accept that a common skeleton encodes most, if not all, the biological activity we 
are implicitly assuming that this skeleton occupies approximately the same position at the site of action. 
Therefore, if in a statistically significant equation p atoms appear (in the case of Eq. 2 we have three atoms), it 
is expected that we can build a sort of 3D grid (i.e., a partial pharmacophore) showing these relative positions. 
In all our papers we have presented only partial 2D pharmacophores because it has not been proved that the 
fully optimized structure is the one responsible for the biological activity. Moreover, in the case of highly 
conformationally flexible molecular systems, there are several conformers that can be reached from the fully 
optimized structure (up to 7 kcal/mol away, for example). Also, it is not possible to demonstrate that a given 
statistically significant equation contains all the atoms involved in the biological activity. As an example, we 
show in figures 5 and 6, the MEP maps of molecules 7 and 4 respectively (7 is the most active and 4 the least 
active of the series, see Table 1) [85]. 
 

 
 

Figure 5: MEP map of molecule 7. The green isovalue surface corresponds to negative MEP values (-0.01) and the yellow 
isovalue surface to positive MEP values (0.01). 

 

 
 

Figure 6: MEP map of molecule 4. The green isovalue surface corresponds to negative MEP values (-0.01) and the yellow 
isovalue surface to positive MEP values (0.01). 
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We can see in Fig. 5 that the fully optimized structure of 7 is an extended one while in the case of 4 
(Fig. 6) the fully optimized structure is a folded one. Figure 7 shows that if we superimpose rings A-B of both 
structures atom C-19 does not occupy the same relative position [86]. 

 
Figure 7: Superimposition of molecules 7 and 4. Numbered atoms are the ones appearing in Eq. 2. 

 
Conformers 
 

Figures 8 and 9 show the superimposition of the ten lowest energy conformers of molecules 7 and 4, 
respectively. They were calculated with MarvinView (Dreiding force field) [87].  
 

 
 

Figure 8: Superimposition of the ten lowest energy conformers of molecule 7. 
 

 
 

Figure 9: Superimposition of the ten lowest energy conformers of molecule 4. 
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We can see that both molecules present extended and folded conformers. In a liquid milieu, such as 
the experimental setting to measure the anti-LF activity, when interacting with LF or within a living structure, it 
seems likely that the most extended conformers are more stable. Eq. 12 suggests that there is a π-π stacking 
interaction via C-7 requiring a free area below or above ring B (most of these interactions occur between 
parallel aromatic rings), allowing us to discard some folded conformers. With the presently available 
information it is difficult at this point to suggest which might be the active conformer. 

 
On building “hybrids” 
 

In their work, Peet et al. note that molecules 7 and 18 (see below) present high anti-LF activity [53]. 
By superimposing the corresponding planar (ChemDraw?) structures they propose a “hybrid” that “we 
envisioned might incorporate the important recognition elements from both 18 and 7”. Fig. 10 shows both 
molecules and the proposed hybrid.  
 

 
 

Figure 10: Fully optimized B3LYP/6-31G(d,p) structures of molecules 7 (upper left, LF=1.6 μM), 18 (upper right, LF=3.9 
μM) and 19 (below, LF=55 μM). 

 
Concerning the structure-activity analysis that the Peet et al. carried out to detect “recognition 

elements”, we have stated that “papers reporting the synthesis and experimental biological activity of a series 
of compounds are also bedeviled with loose statements about the relationships between structure and activity. 
‘If we exchange substituent X for substituent Y, activity Z decreases’ is their general form. Such statements are 
merely the verbal translation of experimental results usually presented in a Table and explain nothing. The 
situation becomes worse when these statements are accompanied by others of the kind ‘activity Z decreases 
because substituent Y has a stronger inductive effect than substituent X’ (from Mid-20th Century Organic 
Chemistry). The lack of an understanding that, in general, biological activity is encoded in the entire molecular 
structure and that the mere substitution of a hydrogen atom by a methyl group can affect the whole electronic 
structure of the molecule (by adding several sigma molecular orbitals and also modifying the eigenvalue 
spectrum) and not only the area neighboring the point of substitution, leads to these simplistic analyses. For a 
clear understanding of molecular phenomena the use of quantum chemistry is mandatory” [78]. Then it is not 
surprising that the proposed hybrid had a considerably lower anti-LF activity than its putative parents [53]. Let 
us see if our model performs better. In Fig. 2 we can see that the chosen molecules employed to obtain Eq. 2 
have the structure (NH)(CO)-Ring C. Eq. 2 identifies atoms C-7, C-12 and C-19 as three points participating in 
the anti-LF action. On the other hand, molecules 18 and 19 have an (NH)(CO)(CH2)(CH2)-ring C structure. This 
difference prevents us from using Eq. 2 to predict the anti-LF activities of 18 and 19. Now, note that atoms C-7 
and C-12 are common to all three molecules (Fig. 10), but atom C-19 of the common skeleton is not at exactly 
the same place as the possibly equivalent C-19 in molecules 18 and 19 due to the (CH2)(CH2) spacer. Now we 
have reasoned as follows. We hypothesized that, despite the presence of the enlarged linker joining rings A-B 
and C, in molecules 18 and 19 C-19 interacts with the same site as C-19 of the set we used to obtain Eq. 2 (see 
Fig. 10). If this hypothesis is correct a LMRA carried out with the original set of Table 1 enlarged with the 
addition of molecules 18 and 19 should provide a statistically significant equation. After the corresponding 
LMRA procedure the following equation was obtained: 

 

50 4 10 17

18

log( ) 5.24 0.67 ( 2)* 2.54 0.02 ( 1)*

0.88 ( 1)*

NIC F HOMO S LUMO

F LUMO

      

 
   (3) 
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with N=19, R= 0.95, R²= 0.90, adjusted R²= 0.88, F(4,14)=32.901 (p<0.000001) and a standard error of estimate 

of 0.19. No outliers were detected and no residuals fall outside the ±2σ limits. Here, 4( 2)*F HOMO  is the 

Fukui index of the third highest occupied MO localized on atom 4, 10  is the local atomic electrophilicity of 

atom 10, 
17 ( 1)*NS LUMO  is the orbital nucleophilic superdelocalizability of the second lowest vacant MO 

localized on atom 17 and 18( 1)*F LUMO  is the Fukui index of the second lowest vacant MO localized on 

atom 18. Tables 4 and 5 show, respectively, the beta coefficients, the results of the t-test for significance of 
coefficients and the matrix of squared correlation coefficients for the variables appearing in Eq. 3. Table 5 
shows that there are no significant internal correlations between independent variables. The associated 
statistical parameters of Eq. 3 show that this equation is statistically significant and that the variation of a 
group of three local atomic reactivity indices belonging to the common skeleton explains about 88% of the 
variation of the anti-LF activity. Fig. 11 displays the plot of predicted vs. observed log(IC50) values. 
 

Table 4: Beta coefficients and t-test for significance of the coefficients in Eq. 3. 
 

 
Beta B t(14) p-level 

4( 2)*F HOMO  -0.74 -0.67 -7.96 <0.000001 

10  -0.68 -2.54 -6.46 <0.00002 

17 ( 1)*NS LUMO  -0.54 -0.02 -5.84 <0.00004 

18( 1)*F LUMO  -0.29 -0.88 -3.28 <0.005 

 
Table 5: Squared correlation coefficients for the variables appearing in Eq. 3. 

 

 4( 2)*F HOMO  10  
17 ( 1)*NS LUMO  

10  0.19 1.00 
 

17 ( 1)*NS LUMO  0.07 0.20 1.00 

18( 1)*F LUMO  0.002 0.12 0.02 
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Figure 11: Observed vs. predicted values (Eq. 3) of log (IC50). Dashed lines denote the 95% confidence interval. 

 

The beta values (Table 4) show that the importance of the variables is 4( 2)*F HOMO > 10 > 

17 ( 1)*NS LUMO > 18( 1)*F LUMO . A variable-by-variable (VbV) analysis shows that good anti-LF 
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activity is associated with high values for 4( 2)*F HOMO , 10  and 18( 1)*F LUMO . In this enlarged 

set all molecules but 18 have negative values for 17 ( 1)*NS LUMO . When negative, the values of 

17 ( 1)*NS LUMO  should be low for good anti-LF activity and, when positive, 
17 ( 1)*NS LUMO  values 

should be high. A high value for 10  indicates that C-10 (Fig. 2) should behave as a good electrophile, 

indicating that this atom interacts with an electron-rich moiety. A high value for
18( 1)*F LUMO , a local 

MO of π nature, suggests that C-18 also interacts with an electron-rich center. 
*

4( 2)HOMO  is of π nature 

in all molecules. Then a high value for 4( 2)*F HOMO  is indicative of an interaction of C-4, through its 

first three highest occupied MOs, with an electron-deficient center. Using the same considerations applied to 

the analysis of 
7 ( 1)*NS LUMO  in Eq. 2, potent anti-LF activity is associated with a more reactive 

(LUMO+1)17
*
 (and (LUMO)17

*
). Then, atom 17 interacts, through its two lowest vacant MOs, with an electron-

rich center. These ideas are condensed in the 2D anti-LF pharmacophore shown in Fig. 12. 
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Figure 12: Partial 2D anti-LF pharmacophore built from Eq. 3. 

 
If we merge both pharmacophores (Figs. 4 and 12), we obtain the one shown in Fig. 13. 
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Figure 13: Partial 2D anti-LF pharmacophore built from Eqs. 2 and 3. 

 
We can see that, as expected, the final partial 2D pharmacophore does not contain contradictory 

elements. The results strongly suggest that atoms 19 as shown in Fig. 10 could be a common element in an 
enlarged common skeleton.  We think that these results show the superiority of the model employed here 
over the statistics-only-methods [88]. Also, given present-day computational capabilities and the availability of 
quantum chemistry software, there is no reason to avoid the daily use of this tool. 
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